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Discriminant Principal Components Analysis (DPCA)

(a) (b)

(a) Scatter plot and PCA directions. (b) The same population but distinguishing

patterns plus (+) and triangle (H).

The problem of ranking components obtained by subspace learning techniques is

addressed by the discriminant principal components analysis (DPCA) that aims to

identify the most discriminant subspaces using weights given by separating

hyperplanes [Thomaz and Giraldi, 2010].1 ⇒ Support Vector Machine (SVM)
1

Thomaz, C. E. and Giraldi, G. A. A new ranking method for principal components analysis and its application to face image analysis.Image Vision
Comput,2010.
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Discriminant Principal Components Analysis (DPCA)

Procedure for DPCA: for Two classes

1: Determine Ppca.

2: Form the matrix Θ given by Θ = (Ppca)T Θ̃, where Θ̃ is the centered

data matrix Θ̃ = [x̃1, x̃2, · · ·, x̃M ];.
3: Compute φsvm.
4: Sort the discriminant weights such that |φ1| ≥ |φ2| ≥ ... ≥ |φm′ | .
5: Select the principal components according to the obtained |φi |

sequence.
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Ensemble Methodology

Ensemble: AdaBoost.M2

The AdaBoost.M2 algorithm belongs to the class of boosting procedures
[Zhou, 2012]2 .
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SVM ensemble: y ∈ {1, 2, ...,N}

2
Zhi-Hua Zhou.Ensemble Methods: Foundations and Algorithms, 1st edition, 2012.
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Multi-Class.M2 DPCA

The Multi-Class.M2 DPCA pipeline consists of the following steps:
1 Apply PCA technique for dimensionality reduction in order to

eliminate redundancy.
2 Compute a linear weak SVM ensemble φty , based on the

“one-against-all” SVM multi-class approach, where y is a class.

We build a weak SVM , which discards a percentage µ of the samples
in the original data set to generate the training set
[Garcia and Lozano, 2007].3

3
Elkin Garcia and Fernando Lozano. Boosting Support Vector Machines.In Proceedings of International Conference of Machine Learning and Data

Mining, Germany,2007.
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Multi-Class.M2 DPCA

3 Combine the discriminant weights computed through the separating
weak SVM hyperplanes using AdaBoost.M2 as follows
[Filisbino et al., 2015]4.

|Φi ,y | =

∣∣∣∣∣
T∑
t=1

αtφti ,y

∣∣∣∣∣ , y ∈ Y , i = 1, 2, . . . ,m′ (1)

4 Compute v (i) = maxy∈Y {|Φi ,y |},
5 Sort discriminant weights: v (1) ≥ v (2) ≥ . . . v (m′)

6 Select the principal components according to the obtained v (i)
sequence.

4
Filisbino, T., Leite, D., Giraldi, G., and Thomaz, C. (2015). Multi-class discriminant analysis based on svm ensembles for ranking principal

components. In 36th Ibero-Latin Am. Cong. on Comp. Meth. in Eng. (CILAMCE).
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Computational Experiments
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Computational Experiments

di (xr ) =
k∑

j=1

1

λj
(xrj − x̂ij)

2
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Computational Experiments

I = x̂ + δ · qi , (2)

where x̂ is the global mean, δ ∈ {±j · λ̄0.5, j = 0,±3}, and λ̄ is the
average eigenvalue of the total covariance matrix of PCA.

(a) (b) c

(d) (e) (f)
Visualization of the changes described by a principal direction, using the Radboud
face database for three-class experiments, selected by:
(a)-(c) Multi-Class.M2 DPCA and (d)-(f) PCA
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Computational Experiments

RMSE l ,i (k) =

√∑M
j=1 ||P.I lk .PTxj − xj ||2

M
, (3)

where the index l is a methodology, i is a class, I lk is a truncated identity
matrix that keeps the selected subspace with dimension k , P = Ppca, and
‖·‖ is the usual 2-norm.
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Conclusions and Future Works

This paper proposes an extension of the DPCA technique for
multi-class problems, named Multi-Class.M2 DPCA algorithm.

In general, Multi-Class.M2 DPCA allow higher recognition rates using
less linear features than standard PCA.

Further work: use Bagging instead of AdaBoost.M2.
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